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MACHINE LEARNING FRCM HUMAN EXPERT
PERFORMANCE OF DYNAMIC CONTROL TASKS!

Dounald Michie and Jean Hayes Michie?

Abstract: Uses of stored skill-models tc accelerate simulator-
based real-time training in a control ekill arc discussed. A real-
time coach must deliver advice at three levels: (1) what to do rext,
(2) what to watch for, and (3) what went wiong. Human learning
and machinc learning results are presented using different screen
representations of a pole-and-cart balencing task.

1. INTRODUCTION

The first demonstration that a machine can learn a real-time
control gkill by imitating a human was 1made by Donaldson (1960). He
used a mechanical apparatus in whica a supporting body (hereafter
called "the cart") was motor—driven back and forth along a track
while supporting an inverted pendutum (harcafter called "the pole” ).
A skilled human sent gignals te the rotor sach that the pole remained
balanced and the cart remained within the confines of the track. The
machine "walched” for a while, and then reproduced the skill.
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If humans were as capabie of "observational learning” as Don-
aldson'’s machine, then the aircraft industry could save many mil-
lion dollars annually. By simply watching skilled performance each
traince pilot would replace the hundreds of hours now spent in trial-
and-error leacning on costly simulators. This is of course a fanta-
sy. Nevertheless, the means may now exist substantially to reduce
training coste by integrating modern derivatives of the Donaldson
feal into corventional simulator training. If a machine-learned
model of a human skill can be embedded in a training simulator,
then perhaps it can be got to perform on-line coaching functions,
guiding the trial -and -error efforts of trainees. But the first step must
be to undemstand how unaided hurnans progress through the learning
regime, and what malces some trainees progress faster than others.

Thus our ultimatc idca is to incorporate into the simulator's
software an autopilot "cloned” from skilled hutnan performance. The
clone does nol itself pilot Lhe simulator but instead delivers real-time
advice in the manner of an experienced flying instructor. For this to
be possible, the clone's advice must come across to the trainee as
intelligible and to the point. Therefore, unlike Donaldson'’s purely
correlational formulation, it must be structured in terms of human—
like rules, constraints and gouls.

2. MOTTVATION AND APPROACH

Alter Donaldson’s work, experimental studies of rule learning,
both by imitation and algo under trial and error conditions, have
mainly been conducted with computer-based simulators. The mo-
tivation in the present work arises from the high cost of simulator-
training in the aerospace industry. Scme 25% of candidates entering
UK helicopter courses fai! to meet criterion. The attendant waste of
woney and people promply the idea, sketched above, that the simula-
Lors themselves could be endowed with active tutorial intelligence. As
a prcliminary we have siraulated a Donaldson-type laboratory cont-
ml task for laboratory study. The aim is to examine the magnitude
and causes of hurnan responses Lo simulator training situations.

Donaldson's discavery was remarkable since complete sensorimo-
tor control skills cannot be acquired by humans through any amount
of passive watching. Would-be learners gain something from this
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form of lcarning (termed by psychologists *observational learning”),
and even more from well-judged Lutorial advice. But the essential
underpinnings of sensorimotor skill-acquisitior. require an irreducible
minimum of sheer trial and error practice. The point is simply
that the hundreds of "flying hours” consumed by trainee pilots on
computer-simulated missions may greatly exceed thie minimum.

Two ways of accelerating the expensive process suggest themn-
selves. First, following cach computer-detected blunder, a short
period of passive watching could be interjected with a computer-
generated replay with corrective commenlary on what went wrong.
Second, the trainee’s trial and error practice could be accompanied in
real time by a computer-generated voice-over sn (1) what to do next,
(2) what to watch for. P'reliminary trials have convinced us that the
uges of (1) are limited and that the rewarding gains lie in (2). Fur-
ther analysis suggested that the role of (%) should be to promcte
the oceurrence of the occasional "insights” reported by some of our
subjects and reflected in their recorded tracer. Insight in this sense
has been defined as "a sudden reorgar.ization or restructuring of the
pattern or significance of events allowing cne to grasp relationships
relevant to the solution. Here insight represents a kind of learning
and is chacaclerized in an all-or-none fashion.” (Reber, 1985). But
before a stored skill-model can be vsed te deliver intelligible advice,
it must itself be cast in intelligible form, in which the lcgic of decision
is explicitly represented as rules and patterns.

3. RULE-BASED MODELS OF CONTROL,

Chambers and Michie (1969) used computer simulation cf
Donaldson’s pole-balancing +ask for bench testing their trial-and-
error learning algorithm. In contrast with Donaldson’s numerical
and corrclational represervat:on, the l2arned rnodels were essentially
rule-structured. They thzn modified their algcrithm for what we now
call human—computer, or twer-way, learning. Both agents learned in
parallel while contributing tc a merged skill-base. Chambers and"
Michie also looked st the same setup after disabling the feedback
from the machine’s cwr decisions. ‘L'hey thus obliged il Lo build its
skill-basc by catalc guing purecly the outcomes of its human partner's
situation—action bchaviour, i.e. by imitatior as in Donaldson. In
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this behavioural cloning mode they noted what today is termed the
"clean—up” effect. Once built, cloned skills commonly outperform the
levels of the skilled humans from whom they are acquired.

A further feature of the Chambers-Michie study of the use of
the simulator to record and analyse human trial-and-crror learning,
was later singled out for comment by Michie, Bain and Hayes Michie
(1990):

"Expcrimental subjects were divided [by Chambers and Michie]
into two groups. One group saw an animated picture on the screen.
.. .For the second group this was replaced by an animated image of
fcur horizontal lines of fixed length, along each of which a pointer
wandered hack and forth. ‘The subjects were unaware that the
pointers corresponded to the current valucs of the four sensed state
variables, cart-position, velocity, pole angle and angular velocity.
...Whenever any of the pointers ran off the end of its line in either
direction, the FAIL message appeared and a new trial was initiated.
In all other respects, the subjects in the two groups faced identical
learning situations. They used a light-pen to administer LEFT and
RIGHT decisions to the computer simulation, regardless of which of
the two graphical representations was cmployed. The learning curves
of the two groups were found to be indistinguishable. Thus Chambers
and Michie had isolated a pure "seat—of-the-pants” skill, divorced
from complications arising from the subjects’ powcers of cause-and-
effect interpretation.”

In introducing their repetition and extension of the Chambers
and Michie imnilalion-learning results, Michie, Bain and Hayes Michie
comment on the acquisition by humans of "capabilities which they
cannot articulate”, and they continue:

... by a straightforward prograuuning trick the models which
ace inductively inferred from such human—generated decision data
can auntomatically be endowed with a self-explanation facility, and
thus rendered articulate. The end-products can justly be described
a3 articulate models of inarticulate 'subcognitive’ skills.”

This by-product of cloning may be termed "behavioural pro-
filing". For the praclical objective of real-Lime instruction during
simulator-training, we do not see such profiling as a side—effect, but
rather as the main decliverable. The plan, validated as feasible in
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preliminary trials, is that a stored model, whether hand-crafted or
cloned, should deliver Lutorial advice to the trainee by voice~over.

4. LEARNING TO FLY

The next step in the cloning story was to see whether the findings
could be scaled up to more complex real-time tasks. The piloting
of simmulated aircrafll was chosen, as described by Sammut, Hurst,
Kedzier and Michie (1992). The following summary of the flight
simulator experiments is condensed from an account by D. Michie
and C. Sammut (1995).

A flight simulator program is modified to log the actions taken
by a human subject as he or she flies a simulated aircraft. The log
file is used to crcate the inputa to an inductive learning program.
The quality of the output from the induction program is tested by
running the sitnulator in aulopilot mode where the autopilot code is
derived from the decision tree (equivalent to production rules) form.ed
by induction. At the University of New South Wales (UNSW) source
code to a flight simulator was made available by Silicon Graphics
Inc., and the task was to fly a Cessna. In confirmatory studies by
Camacho at the Turing Institute, continued at the Oxford University
Computing Laboratory, the public-domain ACM flight simulator was
used with the more difficult task posed by a simulated combat plane
(Michie and Camacho 1994).

A feature again noted in both studies was that autopilots per-
formed more consistently than the human exemplars. This effect of
the induction process is explained by the fact that human behaviours
which are not repeated in a consistent fashion are eliminated from
the machine's digest as 'noisy data’. This clean~up effect is among
the constant findings in cloning work that Urbancic and Bratko list
in their 1994 review. They discuss pole-and-cart balancing, flight-
simulator control, telephone-line scheduling and their own work on
crane-simulator control, concluding as follows:

1. Successful clones have been induced using standard machine
learning techniques in all four domains.

2. The clean-up effect, whereby the clone surpasses its original,
has been observed in all four domaine.

3. In all domains best clones were obtained when examples from
u single human only were used.
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4. The present approach lacks robustness in that it does not
guarantee inducing with high probability a successful clone from given
data.

5. Typically, the induced clones are not sufficiently robust with
respect Lo changes in the control task.

8. Although clones do provide some insight into the control
strategy, they in general lack conceptual structure that would clearly
capture the causal relations in the domain and the goal structure of
the control strategy.

The present work seeks remedial ground for the last-listed dis-
ability by first studying human learning behaviour. Using comput-
er simulated variants of the original pole and cart control problem,
attention is focussed on:

* the learning agent's causal concepts

* the learning agent's goal patterns.

5. HUMAN LEARNING OF THE LAB TASK

Past studies of perceptual and motor skills and their acquisition
have generally been limited either to in—depth sludies of individuals,
or to group avcrages. Valuable conclusions have emerged, e.g. the
"lLaw of Practice” relating speeds of task-execution to amounts of
prior practice, Filts’ law relating speed of movement to distance and
size of target, and various information-theoretic relations between
diversity of choicc and rcsponse times. But they have been limited
by lack of dats on variation among individuals given equal exposure
to given practice regimes. Our experiments supplied answers to the
following questions.

1. Qucstion: How large is individual variation of learning
rates?

Answer : Variation turned out to be exceptionally large, with
some subjects lcarning many times faster than others. This is in
siriking contrast with the general rule with biological traits. In
groups of similar genetic and environmental background, standard
deviations of peychophysical measurements tend Lo fall into the
range 10in our real-tirme control Lask, coeflicients of variation in
raw scorcs commonly exceeded 100%. Thie striking phenomenon
finds confirmastion in extensive observations by Urbancic and Bratko
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(1995) of human dynarnical control of simulated container cranes.
They stale thal: "remarkable individual differences were observed
regarding the speed of learning as well as the speed of controlling, the
frequency of successful cxperiments [trials] and the characteristica of
the strategy used.”

3. Queslion: Are any measurable properties of subjects
predictive of these large variations?

_ Answer: Gender, age and educational background were all
clearly implicated, bul in themselves only accounted for a part of
the large inter-subject variability.

3. Question: ‘To what extent can the variations be attributed
to experimentally varied conditions, including the task's running
speed and its visual representation (animated cartoon versus moving
indicators)?

Answer: At slow speeds unpractiscd subjects were aided by the
cartoon representation, but subsequent learning rates under practice
were not deteclably affected by variation either of representation or
of speed, alone or in combination.

4. Qucstion: To what extent do effecta of these controlled
variables throw light on the subjects’ use of mental models, e.g.
declarative versus procedural?

Answer: The finding under 3 above can be related to the longer
times needed for deliberative interpretation of causal models than for
reactive responses. Although pre-existing mental models can be of
usc under slow-running conditions in support of the beginner's early
attempts, they play no detectable role in subsequent, lenrning rates.

5. Question: By separating out averaged learning curves into
individual traces, can we say whether subjects learn in a more or less
continuous fashion, or were there slow climbs occasionally punctuated
by leaps?

Answer: In the upper performance quartile of learners, the
second pattern was observed. Within the relatively limited total
practice exposure of 200 minutes, the slower learners did not seem
to show identifiable leaps. In consequence they remained so deficient
in insight into the task’s subgoal structure as severely to limit their
ability to increase their skill.
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6. Qucsiion: Is this explainable in terms of previously
desacribed learning phenomena?

Answer: Farlier accounts of learning through intensive practice
suggest that periods in which a procedural mental model is tuned”
arc punctuated in some subjects by occasional "insights”. For
cxample Scashore (1951) writes: "The sudden progress associated
with insight learning is probably to be atiributed very largely (o the
perceiving of new qualitative patterns of action. On the other hand,
the relatively steady progress frequently observed in learning of all
types ie ueually attributable to refincments within a pattern.”

7. Qucstion: Do those who learn fuster, wilh "insight leaps”,
derive an associaled improvement in explicit understanding of the
task?

Answer: Scores on a questionnaire to measure explicit under-
standing correlated positively (r > 0.5) with final performance levels.

8. Question: Is watching a task performed by another, as
opposed to practising the task oneself, sufficicnt to impart cxplicit
understanding?

Answer: A small group were allowed to watch the playback of
samplee of beginne: performance and of expert performance. After
watching a five-minute sample of beginner performance and five mi-
nutes of experl performarnce, questionnaire answers were comparable
to those of subjects who had had 200 minutes of hands-on practice.
But when they then attempted the control task for themselves, they
performncd like beginners.

8. PROTRACTED PRACTICE

There. nre no knawn limils to skill acquisition under continued
practice, which in some cases has been followed over periods as long
a8 30 yecars. But & ” diminishing returns” effect becomes conspicuous
88 lcss and less remains to be "automatised”. To get a comparative
idea of these more intensively practised states the performance of a
subject was investigated with approximately 100 times more practice
on the pole-and-cart task than the main eample (more than 300
t:.ours spread over a number of years). To each of the questions: "Is
learning still continuing?” and "Do new insight leaps still occur?”,
Lhe answer was positive:,
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7. DISCUSSION

If insight leaps correspond to acquisition of new subgoals, far-
reaching implications follow for the design of the proposed real~time
advicc modulcs. Unstructured induction of ™flat” skill-models from
recorded traces of expert behaviour should be relinquished in favour
of structured induction in the style of Shapiro (1987). The latter
bases itsell o1 Lhe structuring of a skill in the form of & hierarchy of
subgoals. Each of these will be inlerpretable in Lhe present context as
a spoken "whal Lo walch for” alert in appropriate screen—-displayed
situations coupled with an associated "What to try for”, — thus
"Look for the centre -approach moment — now try for & reversa: ot
the pole’s lean.”

The reader may wonder whether advice giving sxill models have
necessarily Lo be machine-learned. Could they not better be hand-
crafted? Control theory is not at present equipped with methods for
gencraling goul-hicrarchics and situation—action rules. But an exgert
performer may scck to express control skill in a machine-interpretable
production-rule language that can handle these. Preliminary expe-
rience suggests that for a task as simple as the pole and cart, an ex-
perl can wrile a production-rale control program that simulates the
skill of an advanced trainee, but falls far short of his own logged be-
haviour. Inductive extraction from the latter of machine—executeble
skill models fures beller. We conclude that, especially with more
complex elaborations of such tasks, behavioural cloning will turn out
to be an indispensable tool in constructing the automated computer
tutors of the future.
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